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Background

What is Slurm? Basic Functionality
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Slurm Database

Benefits of a Multi-Cluster Slurm Database

● Comparative analysis
○ Start Time, End Time, Project, Energy Consumption, JobID, Elapsed Time

● Minimizes user data redundancy 

● Monitoring and profiling of users
○ Monitoring focused on a single system

● Security benefits  
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Software Configuration

SlurmCTLD SlurmD

SlurmDBD MySQL
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Fault Injections

SlurmCTLD SlurmD

SlurmDBD MySQL

Baseline
● 200 jobs running HPL configured 

to run for approximately 20 sec 
each

Network Fault Injection
● Unplugged ethernet cable

Transaction Fault Injection
● Database does not listen to 

SlurmDBD

High Influx of Jobs
● Running hostname on all 

processors on all compute nodes
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What We Expect To See

If the fault is catastrophic
● Non-linear lines = performance degradation
● Gaps in the lines = data loss
● Line plateaus = Slurm stops jobs

If the fault does not cause problems
● Linear lines
● No gaps (except between tests)
● Lines continuous
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Fault Injections

Takeaway: 
the lines 

are linear!!
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Fault Injections: Limiting Partition Sizes

If the fault is catastrophic
● Non-linear lines = performance degradation
● Gaps in the lines = data loss
● Line stops = Slurm stops jobs

If the fault does not cause problems
● Linear lines
● No gaps (except between tests)
● Lines continuous

SlurmCTLD SlurmD
SlurmDBD MySQL

Spool
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Fault Injections: Limiting Partition Sizes

Faults manifest in two ways:
1) Records of jobs are lost and 2) Job submission stoppage
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Time to Repair and Potential Mitigations

● Provide ample capacity for the database

● Set up a monitoring process for the size of 

the MySQL database and the spool

● When a network connection failure occurs 

or the database runs out of disk space, the 

compute nodes can be set to drain to 

prevent the spool being overloaded
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Monitoring Log Messages

SlurmCTLD log messages when MySQL database is full

Command  from Master node when MySQL database is full
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Results

● No significant performance difference for where SlurmDBD is located
○ Easier to have the singleton SlurmDBD rather than multiple, also more secure

● Spool on master nodes handles job account information when errors occur
○ Spool can load-shed, appears to have some internal Slurm regulation

● No predictive log messages found
○ Log messages thrown upon failure

● Repair time is reasonable compared to the time until data loss
○ Safe downtime depends on system and job load
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Future Work

● Vary parameters

○ Test with nonidentical clusters and more than 2 clusters

○ Use a more diverse/realistic suite of jobs

● Vary database implementation

○ Different database “drop in” 

○ Limit swap space

○ Model the spool capacity with greater precision to reduce down time

● Experiment with different monitoring techniques to enhance early detection
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Questions?
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Time to Losing Data Dependent on Jobs
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What Information is Stored in the Database
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Spool Placed on Smaller Partition

Error in output file
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Spool Size Load Shedding
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Network Topology 
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Image Citations


